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1. Architecture proposal for the Reference Magnets data acquisition system
Alessandro Masi presented a short description of the hardware architecture for the data acquisition of the RMS (reference magnetic system). Starting from the number of reference magnets that it will be used, the methods to acquire in real time the data about the magnetic field was illustrated. At the same time for each technique the electronic requirements was detailed (ADC boards required, signals conditioning boards, PDI integrator, etc.).

A proposal of a suitable architecture of the data acquisition system was then shown:

· 2 units PXI equipped with an embedded controller P4 2.2 Ghz (1 Gb Ram) and real time operating system (National Instrument proprietary) have the duty of acquisition of all the signals from the probes inserted inside the reference magnets, and computation in order to provide the magnetic field harmonics.

· The units above are equipped with ADC boards from NI satisfying the electronic requirements. In particular, the second unit is foreseen using a board PXI-MXI2 to interface the unit to an architecture VME already available for the treatment of the signals from the rotating coils (CERN Precision Digital Integrators). 

· All the acquisition system has to be synchronized with the LHC timing.

· The magnetic field measured in the reference magnets is sent every (approximately) 40 ms via TCP/IP protocol and LAN connection (point to point) to a host machine.

· The host computer does the match between the data coming from the reference magnets, the data taken from the database of the historical measurements and a predictive model. Every (approximately) 600 ms the information for the correctors supplying will be sent to the LHC main control.

2. Discussion
The architecture proposed has the advantage of not requiring drivers, as these are provided in LabView RT for the ADC boards chosen. LabView RT may also lead to shorter overall development time. The disadvantage is that this solution is not the selected CERN-wide standard of AB-CO. An alternative solution could be the use of a Power PC processor running LynxOs on a VME architecture. The disadvantage of this solution may be that of all the ADC boards already chosen (NI products) some may not be available for VME bus standards, and that the corresponding drivers may not be available in the chosen OS.

L. Bottura remarks that resources are very limited in AT-MTM, and surely not enough to cover the development required. He inquires on the possibility to have AB-CO support for this work.

3. Outlook and actions
Investigation on the availability at CERN or in commerce of ADC boards satisfying the requirements for this application, on bus VME and with drivers for LynxOs. Estimate the development time for new drivers if and when applicable (A.Masi, J. Serrano).

Definition of an alternative architecture in agreement with CERN-wide standards, as selected by AB-CO, including an estimate of the software development times as well as of human resources needed and costs (A. Masi, j. Serrano).
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