LHC MAGNET QUENCH SCENARIOS

Use Case Model

This model will contain all use cases related to magnet quench situations in the LHC machine
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LHC Dipole Magnet Quench Use Case
1. Use Case Description

USE CASE ID

USE CASE NAME
LHC Dipole Magnet Quench
ID
#1

USE CASE GROUP
LHC Magnet Quenches
PRIORITY
High

VERSION
1.1
DATE
02/11/1999

REASON FOR CHANGE
New

PREPARED BY
R.Saban, R.Schmidt, M.Vanden Eynden with help of L.Tavian
VALIDATED BY
Not validated yet

RELATED DOCUMENTS
- UML Sequence Diagram

- Dipole Powering Circuit of String 2 : http://wwwlhc01.cern.ch:8050/lhc_proj/owa/lhcp.page?p_number=6760

DESCRIPTION

PURPOSE
Study :

· flow of information in case of a dipole magnet quench and 

· diagnostic and recovery procedures for bringing LHC back in operational state 

ASSUMPTIONS & SIMPLIFICATIONS
Machine @ nominal Energy and beam intensities

All Logging processes active for Power Converters, Quench Protection System and Cryogenics

ACTORS
Power Converter, Operator

USES 
“Diagnose LHC Magnet Quench” use case

“Recover from LHC Magnet Quench” use case

TYPICAL COURSE OF EVENTS

Use case starts when :

[1] A failure occurs in a 600A LHC Power Converter feeding some sextupole magnets

[2] beam starts oscillating (beam blow-up is another possibility) 

[3] Beam loss occurs at time t=t0 

[4] A dipole magnet (not the one located at the end of a LHC cell – see later for quench propagation) quenches 

[5] After a few milliseconds [TBD] depending on the integration time of the beam loss monitors, the loss is effectively detected by the beam loss monitor system

[6] beam loss monitor system sends a “Beam Abort” signal to the LHC beam dump system which in turn dumps the beam (within 1 turn). If beam not dumped after t0 + 20msec, then beam will hit the collimators.

[6] At t=t0 + 20msec, the quench protection system has detected the quench (V in dipole ~ 200 mVolts) and :

· fires the dipole heaters after a validation time of ~10 msec (to avoid false alarms)

· raises a “PowerAbort” signal which is sent to the Dipoles Power Converter(s) and to all other magnet powering circuits in the concerned LHC cell  (QF, QD, …)

· opens the energy extraction switch of the Dipoles powering system (all dipoles in serie) 

· informs several external systems including  some SPS systems, the LHC operator and the LHC Experiments [ list not exhaustive and TBC]

[7] At reception of the “Power Abort” signal, the control system sends a “Freeze Logging” message to the Power Converters, Cryogenics and Quench Protection loggers in order to freeze the image of their circular logging buffers. This facility is mandatory for the post mortem analysis of the quench.

[8] At t =t0 + 50msec, the dipole magnet heaters become effective and the He pressure increases

[9] At t=t0 + 150msec, the He relieve valves of the dipole magnet open (Pressure >= 20 Bars)

[10] Cryogenics system has detected the quench and removes the “Power Permit” for the concerned LHC sector in order to prevent the re-powering the magnets which have quenched (this system will raise a “Power Permit” at the end of the quench recovery – see “Recover form LHC Magnet Quench” use case)

[11] At t=t0 + 104sec, the current in the dipole magnet is ~ 0 (time constant of the L,R discharge circuit for all dipoles in the concerned LHC arc) 

[12] At t=t0 + n*10sec (n TBD), the quench propagates to the 2 adjacent LHC magnets

[13] Temperature in the quenched magnets are ~ 30K and Pressure decreases

[14] USE CASE “Diagnose LHC Magnet Quench” starts now

[15] USE CASE “Recover from LHC Magnet Quench” starts now

Use case ends when LHC is operational for next injection

ADDITIONAL INFORMATION

NOTES 
· A quench may propagate in the worst case in to 4 LHC cells

· Cryogenics System :

         This system is able to detect quench situations by its own through :

·  Temperature measurements in each magnet (T ~ 30K after a quench)

· Pressure measurements in specific circuits which can inform about the quench intensity (Pressure ~ 3 Bars for a limited quench)

· A failure of 1 Power Converter is realistic, but failures of a complete set of Power Converters (Main electrical failure) is also most likely to happen

· Quench protection system :

This system can provoke a dipole quench in 2 cases :

· After a loss of power in one magnet protection system (redundant UPS available)

· After a “false” quench detection

OPEN ISSUES
· The exact list of systems and signals to be sent in [6] has to be clarified :

· Should some particular  SPS systems be signaled ? which ones ?

· The operator must be informed. How ? Alarm display ?

2.  Related LHC Control System Requirements

NEED FOR A LHC INTERLOCK MANAGEMENT SYSTEM

 
1. The “Power Abort”, “Beam Abort” signals in [6] must be transported through an interlock management mechanism of the LHC control system which has the following constraints :

· Reliability : 100% 

· Availability : 100% of machine operation time

· Response time : < 20 msec [TBC]

2. The “Power Permit” signal set/unset by the cryogenics system has to be processed by a non-critical software interlock management mechanism of the LHC control system

3. There is a need

LHC OPERATIONAL EVENTS DISTRIBUTION SYSTEM
Most LHC systems will log their status information in so called “circular buffers” with a limited time window. There is a need, under several operational conditions, to ask these systems to “freeze” their logging process in order not to loose important data related to a quench situation and to transmit this data up in the control system for post mortem diagnostics.

Typical operational events that could be distributed for freezing logging processes are :

· Beam aborts

· Power aborts

3. Communication between Core Systems – Sequence Diagram
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4. Sequence of Logging Events (in view of the Quench Post-Mortem Diagnostic)

[image: image3.wmf] : Quench Protection Logger

 : Cryogenics 

Logger

 : Power Converter 

Logger

 : Interlock 

Manager

 : Events Dispatcher

Log Data

Log Data

Logg Data

Catch Beam Abort 

AND Power Abort

Freeze Logging( )

Freeze Logging( )

Freeze Logging( )

Logging for Quench Post Mortem Analysis

Beam Abort( )

Power Abort( )

Start Logging( )

Start Logging( )

Start Logging( )

Conditions for 

Starting Logging 

TBD ?


� LINK  C:\\Lhc.mdl 100%0,0x2918,2093#UCDGRM:\\3805CAA501B1\\3805CAD703CD\\3805CB9F010E \a \p ���





� LINK  C:\\LHC.MDL 80%41,0x3647,2538#INTDGRM:\\3805CAA501B1\\3805CAD703CD\\3805CB10016C\\3805CEB700A8 \a \p ���





� LINK  C:\\LHC.MDL 100%0,0x2865,2703#INTDGRM:\\3805CAA501B1\\3805CAD703CD\\3805CB10016C\\381EC4AC02D1 \a \p ���








[image: image4.wmf] : (LHC Beam Loss Monitor 

System)

 : LHC 

Beam 

 : LHC 

Quench 

 : LHC 

Power 

 : Power 

Converte

 : SPS 

Machi

 : LHC 

Experi

 : LHC Operator

Fire Dipole Heaters

PowerAbort( )

BeamAbort( )

Open( )

QuenchOccured

QuenchOccured

QuenchOccured

Beam loss and 

Quench occur

T0

T1

T2

T1 = T0 + few msec (beam loss monitor integration time)

T2 = T0 + 20 msec

T3 = T0 + 50 msec (heaters take 30 msec to be effective)

LHC DIPOLE MAGNET QUENCH

T3

Dump Beam

[image: image5.wmf] : Quench Protection Logger

 : Cryogenics 

Logger

 : Power Converter 

Logger

 : Interlock 

Manager

 : Events Dispatcher

Log Data

Log Data

Logg Data

Catch Beam Abort 

AND Power Abort

Freeze Logging( )

Freeze Logging( )

Freeze Logging( )

Logging for Quench Post Mortem Analysis

Beam Abort( )

Power Abort( )

Start Logging( )

Start Logging( )

Start Logging( )

Conditions for 

Starting Logging 

TBD ?

[image: image6.wmf]A Use Case

An Actor

Failure in internal regulation loops 

may lead to Temperature increase 

in LHC magnets

600A PC for chromaticity 

may fail and cause beam 

oscillations or blow-up

Diagnose LHC Magnet Quench

LHC Operator

Recover from LHC Magnet Quench

Cryogenics 

Operator

Beam

Cryogenics

LHC Dipole Magnet Quench

uses

may cause

may cause

uses

Quench Protection 

System

may not cause

Failure in Powering 

circuits or false trigger 

may cause a magnet 

quench

_1003059753.unknown

_1003059855.unknown

_1003040877.unknown

