SPS Fast Controls


Prototyping global orbit control on the SPS machine network
· Orbit distortions

· SVD correction algorithm

· Implementation issues :

· Topology

· Real time vs. time sharing

· I/O

· Synchronisation

Dynamic control

Disturbance of the LHC closed orbits
1. Quasi-static effects (> 1 second)

· Decay persistent currents during injection
· Thermal effects equipment/tunnel/…

· Misalignment errors

· Ground motion

· …

tastes like LEP soup !

2. 
Dynamic effects (< 1 second)

· Beam-beam effects (pacman’s, interaction at either side of interaction point …) 
· Snap back
· Mad button pushers
· …





 … different soup …

Closed orbit correction
Beam position     
   : X = (x1, x2, …, xN)

Corrector strengths    : Y=(y1, y2, …, yM)

Response matrix
   :
A  (N x M)

Orbit correction
   :
X + A Y = 0

How to find A-1 ?

· Least square:

-(XTX) A-1= XTY

· Singular Value Decomposition :

A = U*S*VT
A-1=V diag(1/s1,1/s2,1/s3,…) UT
ATA = [V*S*UT] [U*S*VT] =V S2 VT
“linear combinations of ‘inputs’ that show largest variance”

Ref : Numerical  Recipes in C,  W.H. Press,  page 61

Advantages :

· Simple and transparent

· Calculation is fast

· Extension to dynamic control

· Is already in “state space form” so can use state space design method (SLAC) for controller

· Can be used for spatio-temporal analysis :

A = U*S*VT

since now U=U(s) and V=V(t)

Ref : Digital Control of Dynamic systems,  G.F. Franklin,  ch.8

How Fast  ?

	Machine
	CPU
	Clock
	OS
	Cache
	SVD [ms]

	PPC
	1
	166 MHz
	LynxOS
	no
	77.3

	PPC
	1
	200 MHz
	LynxOS
	L2 1 MB
	42.1

	PPC
	1
	300 MHz
	LynxOS
	L2 2MB
	20.1 

	HP-29
	1
	100 MHz
	HP-UX
	no
	83.5

	HP-26
	2
	?
	HP-UX
	128 MB
	42.1

	HP-DEP
	2
	L-Class
	HP-UX
	512 MB
	10.5 

	CPCI
	1
	333 MHz
	LynxOS
	128 MB
	45.6

	PC
	1
	666 MHz
	Linux
	128 MB
	33.6

	PS/PSE24
	1
	700 MHz
	Linux
	128 MB
	22.4


PS 1 : for 500 BPMs and 300 correctors

PS 2: Only optimisation is compiling with “–O3”

Caipirinha

This traditional Brazilian drink prepared with cachaça is all the rage in Europe; I guess you could say it USED TO be Brazil's best-kept secret. (In 1995, I walked into a small bar in Domodossola, a small city in northern Italy near the Swiss border, and had a great caipirinha prepared for me by an Italian barman who loves Brazilian music!) Enjoy!


1 lime

2 ounces of cachaça

Sugar to taste

Ice cubes 

Wash the lime and roll it on the board to loosen the juices. Cut the lime into pieces and place them in a glass. Sprinkle with the sugar and crush the pieces (pulp side up) with a pestle. (We have a long, wooden one from Brazil, made specifically for this purpose) Add the cachaça and stir to mix. Add the ice and stir again. It is delicious and potent!

You can also make a pitcher of caipirinha. Figure out how many people and multiply amounts. If you can't find cachaça where you live, use a good vodka. The drink will then be called caipiroshka. No vodka? Use white rum and you will have a caipiríssima. But it won't taste the same! 

Topology

Distributed

Centralized 

Operating System (1)

· Quasi static effects
· Not very stringent time constraints

· Can accept sharing of system resources (memory, MMU, I/O, …)

· Should be able to run reliable
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Operating System (2)

· Dynamic effects
· Time constraints

· Cannot accept sharing of system resources (memory, MMU, I/O, …)

· Need real time scheduling

[image: image2.wmf]Title:

ppcplot.eps

Creator:

MATLAB, The Mathworks, Inc.

Preview:

This EPS picture was not saved

with a preview included in it.

Comment:

This EPS picture will print to a

PostScript printer, but not to

other types of printers.


I/O 

· Data flow

2 beam pipes x 1024 BPMs x 5 bytes = 10 kBytes ?

“sliding window” or 4 orbits every 20 ms ?

100 BI front ends and 100 PO front ends ?

· Protocol
Dynamic effects  : UDP/IP

“simple, datagram oriented, no reliability”

Quasi static : TCP/IP

“more complicated, stream oriented, reliable”

· Models
 100 sockets on receiving host

· Heavy use of resources

· Clients identified 

     1 socket on receiving host

· minimal use of resources 

· have to label sender traffic 

socket per “service”

· reasonable use of resources 

· tune loop, orbit etc. separated

Flow Control 
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implicit flow control - latency

N(t) = ∫ A(t) - P(t) dt < buffer space
explicit flow control - bandwidth


positive acknowledgment retransmission

SPS network (1)
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SPS network (2)
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Synchronization 

No answers … just questions !

· granularity PO gateway 10 ms ?
· granularity BI gateway ?
· how do we synchronize FIP segments ?
· can we or should we use (LEP like) timing events @ 10-100 Hz ?
· …

Experience so far :

· FIP segments are deterministic
· GPS ok if you pay for it
· Xntp daemon has 1 ms resolution

Dynamic control (1)

Approach 

Divide loop in subsystems H1,H2,H3,…

Find a model for H1(s), H2(s), …

Check open loop response

Design controller for closed loop

Stability ? (… the phase lag between observation and correction should be less then 120 degrees, which corresponds to a latency of 33 ms at of 10 Hz)
Implementation
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Dynamic control (2)

Matlab Simulink 

Feedback control of a beam perturbation at 0.1 Hz
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Elimination of field error bn(t) using PID control
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