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Summary

The operation of the LHC with beam will present some challenges. It is important to anticipate how the machine will be run and attempt to ensure that the functionality and integration that will be offered by controls, beam instrumentation and other systems will allow effective exploitation. A preliminary attempt is made to provide a breakdown of the nominal operational cycle of the LHC with beam. 

1. Introduction

In order to anticipate the controls requirements for the LHC control system we have made a preliminary attempt to detail the standard operational cycle of the LHC. The original aim was to elucidate the controls requirements arising from driving the machine through this cycle. It is hoped that the results presented here can provided input into more detailed elucidation of the foreseen operation of the LHC that have just started.

 LHC operations will be complex, we have:

· Two rings with associated interaction regions, injection regions, cleaning sections, dump regions, RF sections, and arcs, all with dedicated equipment and instrumentation.

· An energy swing with associated change in beam characteristics and loss tolerances.

· One or two beams, with eventual potential for species variation. 

· Bunch configuration and bunch intensity variation.

· Beam intensity variation.

· Particle type variation.

· An operation sequence involving multiple injections, ramp, squeeze, collisions and physics.

· Different phases of operation including commissioning, machine development, nominal operations. 

· The demands of five experiments with varied and varying requirements.

· Plus a large number of things that can go wrong.

We also have beam parameter tolerances, some of which vary with location, some with time, energy or operational phase e.g. global orbit, local orbit in the injection regions, at the collimators and interaction points, tune, chromaticity, energy. We have time-varying multipole errors plus energy dependent beam loss limits for various components such as collimators, TDI, and magnets.


What we have attempted to do here is:

· Identify operational responsibilities,

· Outline the accelerator systems involved in beam base control,

· Identify the main operation phases and required beam characteristics

· Identify the steps in the standard operational sequence with beam

· For each of these steps, run through the different systems and different regions of the rings and identify in broad terms what will need to be done.

2. Responsibilities

When we consider the operational sequence herein we are referring to the preparation for beam, injection, ramping, and colliding the beams, delivering physics and recovery from attempts to perform these tasks. This is usually taken has being the responsibilities of the Prevessin control room (PCR) as opposed to those of the technical control room (TCR) and the cryogenics control room (CCR). The names may change but presumably the division of responsibilities will remain approximately the same. The main responsibilities of the different sectors are outlined below.
2.1. PCR responsibilities

The systems related to the control of the beam from the PCR include:

· Power converters

· Magnets 

· RF, (including transverse dampers, 400 MHz cavities, longitudinal feedback), 

· Collimators, 

· TDI, TCDQ,

· Beam Dumps, 

· Kickers, 

· Beam Instrumentation,

· Multipole Factory, 

· Spectrometer magnets,

· Controls.

To simplify things in what follows we assume that the cryogenics, vacuum, Quench Protection System (QPS), Machine Protection System [1], interlock system, access system, technical services and radiation protection systems are operational. 

Interfaces and appropriate data transfer with cryogenics, vacuum, technical services and the experiments will be required. Diagnostics and fault recovery utilities will be required from the protection and interlock systems. We would envision that first line attempts at diagnostics and resets of these systems be performed by the PCR. Primary PCR responsibilities would include:
· Power on following green light from cryogenics system 

· Monitoring of interlock system. 

· Monitoring of Quench Protection System

· Monitoring of Quench recovery

· Monitoring of beam & power abort systems (Machine Protection System) 

· Preparing for access, give access, and access recovery 

· Driving machine through the standard sequence with beam

· Perform first pass post-mortem analysis, data acquisition system monitoring

· Monitoring multipoles factory, first pass diagnostics 

· Monitoring beam vacuum, monitoring vacuum valves, first pass diagnostics 

· Monitoring transfer lines, injection steering. 

· Communication with experiments

· SPS:  beam quality, extraction, TI8, TI2, to last TED.

Presumably QPS, MPS, vacuum, cold mass diagnostics etc. would be based in the PCR.

2.2. TCR responsibilities

The TCR monitors and operates 24 hours a day, 365 days a year the entire technical infrastructure of CERN including:

· Electrical distribution network 

· Energy consumption management 

· Heating

· Cooling: chilled water, targets, horn

· Ventilation and air conditioning equipment 

· Safety installations, Safety alarm monitoring, CSAM, fire alarms

· Other infrastructure equipment

· Control systems 

· Calls for breakdown and stand-by services 

· Troubleshooting co-ordination: CERN specialist, subcontractors, TCR on - site interventions 

· Monitoring of vacuum and cryogenics during shutdowns

2.3. CCR responsibilities

Besides operation and monitoring of cryogenics plant and all that entails:

· Cool down - standard sequence: via warm/testing, drifting, 75 K standby, cool down to 4.2 K, Cold-standby, cool down 4.2 to 1.9 K, nominal. 

· Green light for powering (i.e. switching power converters on). Presumably this green light will be power sector by power sector. 

· Quench recovery - should be automatic, monitoring progress, trouble shooting etc.

· Green light for powering after quench which will include cryogenics operator's OK 

· Monitoring insulation vacuum 

· Warm up 

· Will not be responsible for monitoring Quench Protection System

3. Operation modes 

The LHC will be operated in many different modes. For most of these modes the standard sequence outlined here will apply. Tentatively the following operational modes (with beam) maybe identified:

· Commissioning - set-up. The first two or three months with beam still closely combined with hardware commissioning, establishing circulating beam, commissioning ramp and squeeze with pilot etc. – running through complete operational sequence. Full MD program including: optics checks, circuit/polarity checks aperture limitations etc. etc. Commission and calibrate beam instrumentation etc. etc.

· Commissioning - physics. Much reduced intensity for first attempts at physics. Smaller emittance, eased beam parameter tolerances. Fewer bunches, reduced or no squeeze, no crossing angle. 

· Re-commissioning: after a long shutdown

· Set-up with beam: debug mode after access, (injection, ramp, squeeze etc.)

· Nominal operation: physics with nominal intensity

· Ultimate operation: physics with ultimate intensity

· Commissioning ions
· Set-up with ions

· Nominal Ion: physics with ions

· Totem: High beta optics required in IR 5. Different bunch structure.

· Machine development, electron scrubbing etc.
4. Beams

Without going into too much detail, it’s clear that a wide variety of beam configurations are possible (given the PS’s ability to manufacture them).  However, for normal operation the main candidates are outlined in table 1. Variations on the following four main categories will be used in the nominal sequence.

· Setup:  pilot intensity but with reduced emittance for establishing circulating beam, troubleshooting etc.

· Pilot (nominal emittance): standard phase one of operational sequence. Will be used to perform test ramps.

· Intermediate: standard phase two of operational sequence. Machine in good state, losses expected to be distributed. Increased sensitivity with intensity/number of bunches of some beam instrumentation will allow exploration of the aperture, fine adjustment of TDI and collimators, optics checks etc. Checks of beam loss monitors. Possibility will exist to perform test ramps with this beam.

· Nominal

	
	Bunch Spacing
	Charges per bunch
	Bunches per batch

	Set-up
	-
	          5 x 109
	1

	Pilot
	-
	5 x 109
	1

	Intermediate
	25 ns
	1.1 x 1011
	N*12

	Intermediate
	75 ns
	8.3 x 1010
	24

	Commissioning
	25 ns
	1.8 x 1010
	216/288

	Nominal
	25 ns
	1.1 x 1011
	216/288

	Ultimate
	25 ns
	1.8 x 1011
	216/288

	Nominal Lead
	125 ns
	5.6 x 109
	608 per beam

	Totem
	2470 ns
	1.1 x 1011
	36


Table 1: Candidate LHC beams

It is clear that there will be many intensity variations with respect to the numbers quoted above, due to, among other things: losses at injection, losses during snapback, losses during ramp & squeeze and the natural decrease due luminosity lifetime with colliding beams.

5. Accelerator systems

Herein we consider those systems that are used by beam-based operations. A brief outline of their functionality is given before considering their use in the nominal operational sequence.

5.1. Collimators

The proposed collimation system is discussed in detail in [2]. Betatron cleaning will take place in IR7 with 4 primary and 16 secondary collimators. Momentum cleaning will take place in IR3 with 1 primary and 6 secondary collimators. There are also additional injection protection collimators in IR2 and IR8. The positioning of the collimators at all stages of the operational sequence will be vital to provide machine protection. For full intensity the relevant collimators will need to be positioned to within approximately 0.5 ( (nominal emittance). After initial adjustments the relative collimator positions will be stabilised by a beam orbit feed back system.  

5.2. RF

The RF system will eventually consist of the following systems (duplicate systems per ring):

· 200 MHz cavities used to capture the injected beam

· 400 MHz cavities, after transfer from the 200 MHZ cavities used to accelerate the beams to physics energy. Bunch length control at high energy.

· Transverse Damper, used to damp injection oscillations, and damp the growth of transverse instabilities.

· Longitudinal feedback. No dedicated cavities, 200 or 400 MHz system used.

The 200 MHz cavities are not foreseen to be installed initially. For this reason we make reference to injection into the 400 MHz system. If the 200 MHz system is eventually used, transfer from the 200 to 400 Hz system will have to take place, most probably on the injection plateau after the nominal beam has been injected.

5.3. Power converters

Some 1700 power converters drive all the magnets. Clearly the functionality provided by the low-level control system must allow appropriate control of the beam. The power converter drive current through magnet strings; the beam is controlled in terms such parameter as energy, tune and chromaticy; correction of multipole errors will be performed by spool piece corrector magnets. The high-level system will have to provide the necessary settings management to deal with the persistent current decay, snapback, the ramp and squeeze, feedforward from the multipole factory, feedback systems etc. etc. Appropriate control and monitoring of the power converters will vital at all times [3].

5.4. Magnets

Via the power converters we will be wrestling with the main dipoles, lattice quadrupoles, insertion quadrupoles, dispersion suppressor quadrupoles, lattice sextupoles, sextupole spool pieces, trim quadrupoles, octupoles and decapole spool pieces, dipole correctors, and combination dipoles. Again control in terms of appropriate parameters will be vital as will some control intelligence to deal with hysteresis loop crossing etc. 

5.5. Multipole Factory

The implementation of a Multipole Factory (MF) is planned [5]. This will include: cold measurements database, logging, a non-linear model and reference magnets. The dipole reference magnets will provide measurements of b1, b2 and b3 at least with the hall probe and coils providing on-line (real-time) measurements at around 3-10 Hz. The predictive model and database of magnet measurements will be used to anticipate persistent current drifts and snapback given the powering history and the length of time at injection. These components would be used to provide:

· A "current forecast" model: this would look at the multipole history of the reference magnets and main dipoles chains and the powering history (in terms of I and T) of the main dipole chains to predict the multipole behaviour of the main magnets and the required corrections.

· This "current forecast” could be used: 

1. Off-line at pre-injection to anticipate the magnitude of the persistent current effect

2. Off-line just before the start of ramp to anticipate the depth of the snapback

3. On-line together with the reference magnets to provide real-time correction 

4. On-line to make the connection between beam parameter change and current change in a magnet or magnets.

5.6. Injection septa + kickers

At IP2 (Alice) the beam is injected clockwise into ring 1 (Blue) from TI2, and at IP8 (LHCb) anti-clockwise in ring 2 (Yellow) from TI8. Injection into the LHC rings is performed using septa (MSI – horizontal deflection) followed by kickers (MKI – vertical deflection). Accurate and stable positioning of the beam at the injection point will be vital to avoid excess injection oscillations. 

5.7. Beam Instrumentation

Clearly implicated in all aspects of operation with beam. Some systems are critical to machine safety and their proper functioning will need to be monitored at all times

· Beam Position Monitors providing trajectory, closed orbit and 1000 turn measurements.  Real-time measurement to local and global orbit feedback. 

· Beam Loss Monitors: Arcs: 3000 monitors, 10 ms averaging, plus detectors on primary & secondary collimators, adjustment and diagnostics. Hardware link via machine protection system to the beam dump, real-time delivery of measurements to PCR.

· BCT: bunch to bunch and DC. Will provide lifetime measurements.

· Profile measurements: synchrotron light monitors, wire scanners, rest gas monitor.

· Screens: OTR (optics checks) and luminescent screens (beam position).

· Tune measurement: Various forms of excitation, PLL, Schottky.

· Chromaticity: RF, head-tail, low sampling rate, feedback a challenge.

· Luminosity monitoring

· Feedback on global & local orbit, tune and possibly chromaticity is foreseen.

Measurement set-up with changes in beam intensity e.g. gains, timings. LHC beam description will be required a short time before taking beam. Some BI systems will have to anticipate arrival of different intensity beams. Distribution of energy required to allow appropriate adjustment of thresholds.

5.8. Beam Dump

There will be separate systems for both beams. Each system has fast kicker magnets that kick the circulating beam horizontally into the septum channel. This bends the beam vertically and guides it into a tunnel emerging tangentially from the LHC. In this tunnel, the beam will meet a series of dilution kickers and eventually the dump itself. 

Dump will be coupled directly to the Machine Protection System. Dump of either beam available on request on operator request. Inject and dump mode available. 

5.9. Spectrometer magnets
· Alice: The experiment uses a spectrometer magnet inside the muon detector. It is positioned at about 10 m from the IP towards IP3, is 3 m long and the integrated field is 3.2 Tm in the horizontal direction. In the original design the magnet is off during injection and ramping, and when on is compensated with 2 compensator magnets positioned at a distance of 20 m on both sides of IP2. The compensator magnets fully compensate the effects outside the bump, but create a vertical angle and offset at the interaction point.

· LHCb: The LHCb experiment uses a spectrometer magnet which is positioned approximately 5 m from the IP towards IP1, it is 1.92 m long and the integrated filed at 7 TeV is 4.2 Tm in the vertical direction. The magnet is warm and will be ramped with the beam energy.

5.10. TDI  

The Injection Beam Stopper or TDI absorber is a 5 metre long object that is adjusted by two independent step motors. It will be situated down stream of the injection kicker in points 2 & 8 to prevent against operational or kicker failure modes. It will be positioned at something like (8.5 ( with respect to the closed orbit during the injection process.

5.11. TCDS

The Target Collimator Dump Septum (or TCDS) is a stationary collimator used to protect the extraction septum MSD in the region of IP6 from beam loss resulting from unsynchronised beam dumps. It also acts to protect the inner triplet of IP5 and the rest of the machine.

5.12. TCDQ

Movable shadow collimators (Target Collimator Dump Quadrupole) are placed closed to the beam upstream of the Q4 quadrupole in IP6. The TCDQ provides protection against mis-firing of the beam dump kickers. The jaws are retracted to about 20 mm at injection and positioned at about 5 mm at top energy (10 ( with respect to closed orbit). They might well have to track the beam energy and will have to track the squeeze.
6. Baseline cycle

The so-called nominal ramp [8] was established in an attempt to minimise the effects of the snapback by introducing a slow, parabolic start followed by an exponential section which leads in turn to a linear section given by the maximum ramp of the main bend power converters. A parabolic section rounds the ramp off smoothly at high energy.

[image: image1.wmf]Considerations of snapback and persistent current minimisation lead to the introduction of a pre-injection plateau following the ramp down from high energy [9]. The various sections can be combined to provide a template for the completed baseline cycle shown in figure 1. The approximate timings for the various phases are shown in table 1.

Figure 1: Nominal LHC cycle

	Phase
	Time

	Ramp down
	(18 minutes

	Pre-injection plateau
	15 minutes

	Injection
	(15 minutes 

	Ramp
	26 minutes

	Squeeze
	5 to 10 minutes

	Physics
	5 – 15 hours


Table 2: Main phases of standard cycle

In the event of any problems in the ramp, a ramp abort, recovering from access a pre-cycle similar to that shown in figure 2 is foreseen as an attempt to re-establish a reproducible magnetic history.

In the event of mishap, the following sequences will typically be performed to re-establish the magnetic history of the machine:

· Beam dump in ramp: finish cycle, wait on flat top, normal cycle

· Power abort in ramp: recover, set minimum, re-cycle

· Quench: ramp down, wait at minimum, re-cycle on recovery

· Flat top beam loss: if less than 30 minutes wait, ramp down

· Flat top power abort: recover, set minimum, re-cycle

· After access the machine will also be re-cycled.
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Figure 2: LHC re-cycle

7. Standard sequence

Given the baseline cycle it is possible to track the machine through the various phases and establish the sequence of actions that will be performed at each stage. This can be described in terms of a state transition diagram as shown in figure 3.
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                            Figure 3: The standard sequence of the LHC with beam

7.1. Pre-injection Plateau 

Following either a ramp down from high-energy physics conditions or a re-cycle following problems, the main magnets are ramped to below the injection. 

· Power converters: Main bends ramped down to ~ 600 A, other main magnets to a corresponding level. Other circuits are set to minimum current. Check states and tolerances of all power converters.

· Collimators: all the way out or to suitable parking level.

· TDIs: parked out. Initially the TDI will be retracted, not necessarily fully out but far enough to avoid affecting injected beam. This "parking" position will be at least 10 ( or around a 5 mm retraction.

· Kickers: to standby, check kicker timing and pre-pulse transmission
· BST: operational;
· Beam Dumps: active
· RF Low level control: Set RF frequency to injection level. Set the gain etc. of the phase loop amplifier and synchronization loop amplifier etc.
· RF 400 Hz: Switch the RF drive on, switch the phase loop to the cavity sum signal
· RF transverse dampers: operational
· TCDQ: parked out
· Check: interlock system operational, post mortem system operational

· Check: magnet protection system 

· Check: beam and power abort system operational. 

7.1.1. Multipole Factory

Incorporate prediction of persistent current effects based on magnetic history into settings.

The reference magnets and associated instrumentation will be checked.

7.1.2. SPS

Inform PS and SPS that the LHC will require beam. Check synchronization between LHC, SPS and PS. Foresee training sequence in SPS for a pulse or two on the LHC cycle, during this time synchronization can be established.  

7.1.3. Transfer lines
Move in TED and test injector chain (PS, SPS, TIs). Check converters, instrumentation, steering etc. Pilots to last TED before the LHC, Tune TI 8 and TI2 if necessary,
7.2. Injection Plateau – before beam

The injection set-up sequence has been performed faultlessly. Having spent prescribed amount of time at the pre-injection porch, power converters ramped to injection level via a parabolic-exponential-linear-parabolic (PELP) command. We then verify that all power converters have reached the required current and are within tolerance. Online monitoring of other systems such as the collimators, TDI, RF will be mandatory.

7.2.1. Multipole factory

The second we arrive at the injection level the persistent currents will start to decay taking with them the induced multipole errors. Based on predictions from multipole factory and history, corrections will be sent to multipole correctors via real-time channel throughout duration of injection plateau. Start tracking and correcting for drifts in b1, b2 and b3 (at least) via readings from the Multipole Factory (here we include Hall Probes etc.). We will not expect the Multipole Factory to take care of full swing every time. Therefore we will need to drive the power converters, in particular, the spool pieces with functions of some sort during the injection plateau. Whether this is via pre-loaded functions or via the real-time trim capability has yet to be established. If via functions, one will clearly have to anticipate dealing with trims made on the injection plateau. Real-time functions are clearly a possibility, and one could envisage some sort of server running through correction functions (stored on the database & read into memory) and sending corrections to the power converters. 

During commissioning we can wait for persistent currents to decay almost completely and multipole swings are minimal. In the long run dynamic correction of b1, b2, b3 will take place via the multipole factory and feed forward.

     To keep the momentum within the RF acceptance predefined trims will be sent periodically to the horizontal orbit correctors.

7.3. Injection – general

The tentative scheme envisages the use of pilots into both rings for checks of the key machine parameters and proper functioning of required systems. Intermediate intensity beams are then used to fine tune collimator positions, local orbits etc. The pilots will act as witness beam and be dumped onto the TDI. The intermediate beams are dumped by the beam dump system and pilots injected again to act as witness beam for the injection of the nominal beams. Interlocks in general will of course be vital and treated herein as somebody else’s problem.

7.3.1. Injection co-ordination/RF

The LHC machine will coordinate the injection process.

It is foreseen to have interleaved injection with a switch during the injection process from one ring to the other. The implications of such an injection scenario must be carefully analysed (e.g. interlock procedures, adjustment of the beam separation at the IP's and effect of orbit corrections in the common part of the machine on the other beam). 

Issue injection request (beam, ring, intensity, bunch configuration, batch). Before each injection, update the bucket selector and the phase of the 400 MHz sent to the SPS. Generate injection pulses for the kickers and for BI.

For each injection the low-level RF synchronises the transfer and jumps the phase loop onto the beam [4]. A function generator will raise and then lower gain of longitudinal feedback.

7.3.2. Transfer lines

Careful monitoring of the transfer lines will be needed to deliver the beam consistently with the required precision. ((1.5 (: 0.5 for kicker ripple, 1 for all other error sources). Automatic feedback of injection steering from cycle to cycle will be required. Locking out of transfer line adjustments between shots should probably be foreseen.

7.3.3. Feedback

Beam based feedback will potentially be in action on the tune, chromaticity, local and global orbit. Transition between the injections of different beams will necessitate a freeze and potentially a change in excitation levels, gain parameters etc.

7.3.4. Orbit

Orbit control in the injection region will be extremely important. To be controlled:

· Separation at IP: orbit bumps

· Separation at parasitic crossings: crossing angle

· Compensation of spectrometer magnets. (ALICE's spectrometer magnet will be off at injection.)

· However IP2 will need a vertical crossing angle ( 210 (rad plus a possible need for orbit offset at MKI - additional 3 bump plus a horizontal parallel separation bump

· LHCb's spectrometer magnet will be on & it can change polarity, the foreseen compensation produces large crossing angle in horizontal plane, combined with horizontal crossing angle bump and a vertical separation bump.

7.4. Injection - Pilot 

Here we assume that circulating beam has already been established. In standard operations the nominal emittance should be used. Smaller emittance pilots could be used for setup, debugging or commissioning.

7.4.1. Sequence

1. Take pilot bunch into BLUE (or YELLOW) ring 

2. If beam circulates carry on. If beam doesn't then explore the “Establish Circulating Beam” operational scenario. 

3. Measure (& correct if necessary): emittance, transverse injection oscillations, energy, state and efficiency of the RF feedback, Q, Q', separation at the interaction points, orbit in injection regions, closed orbit. Operator will have ability to trim corresponding physics parameters (tune, chromaticity, orbit etc.). Some of these measurements may be performed on the intermediate beam. Note: real-time correction of these parameters and hence use of corresponding actuators will probably be going on. 

4. Check transverse feedback.

5. Adjust TDI with respect to closed orbit. 

6. Adjust TCDQ with respect to closed orbit.

7. Adjust injection and cleaning collimators with respect to closed orbit. See below.

8. Repeat for other ring. 

7.4.2. TDI

The injection protection scheme [10 TA \l "Volker Mertens, IRWG, 2000" \s "VM1" \c 8 ] requires an orbit control within 0.5 ( of the beam size at the TDI (( 0.2mm). The TDI position and angle will then be adjusted with respect to the closed orbit. They will be positioned at something like 8.5 ( with an accuracy of 0.5 (.  Given nominal emittance and anticipated ( value at TDI this translates to a required resolution of 0.1 mm. The ability to set to 0.1 mm was thought to be possible but not incrementally because of the large inertia of the system. To go to a new position accurately the TDI would need to be retracted somewhat and then set. Orbit accuracy must be provided during the whole injection process and requires either a good knowledge of the effect of the persistent current decay on the orbit or requires an active orbit feedback system during the injection process. 

The TDI must be accurately aligned to the vertical crossing angle orbit. For the current crossing angle separation scheme (Version 6 of the LHC lattice) the vertical orbit changes by 0.2 mm over the length of the TDI which is of the same magnitude as the required alignment accuracy.

7.4.3. Collimators: coarse positioning

Pilot is essentially "safe without protection". An intensity inhibit via SPS BCT will be required. Initially the collimators will be "all out" (either greater than 10 ( or on the switches). This can clearly vary with experience. 

Acquire and correct closed orbit and asynchronously position collimators at around ( 8.5 ( nominal with respect to closed orbit. (What is beam size at collimators? How do we take care of the effects of beta beating and emittance variations from SPS?) Orbit feedback on.

7.5. Injection – intermediate intensity

The intensity of the pilot will not provide the required precision needed from transverse profile measurements to properly position, for example, the collimators. Therefore this additional step will be required. We dump the pilot on the TDI and take intermediate beam. One option is a to move quickly from pilot and perform measurements enumerated above with this beam. Details will be dependent on the reproducibility from fill to fill. Among other things this mode can be used, during commissioning, for exploration of the aperture, optics checks etc.

7.5.1. Prerequisites

The injection collimators must be in to at least coarse positions and possibly some auxiliary collimators (2 secondary betatron and 2 secondary momentum) should be positioned. The TDI must be in position. The machine will be in a good enough state (orbit, tunes etc) such that any losses may be expected to be distributed.

Sequence: 

· Intermediate blue ring, fine positioning of collimators, TDI. Orbit optimisation. Keep beam. 
· Intermediate yellow ring, fine positioning of collimators, TDI. Orbit optimisation. Keep beam. 
· Check crossing angles. And everything else before dumping beams, freezing everything. 
· Dump of intermediate beams and inject pilots.
· Injection of full intensity (pilots to TDI).
7.6. Injection – dense

7.6.1. Prerequisites

Before the injection of a full batch one must ensure that all magnets in the transfer line and the LHC machine have their proper settings. The former must be locked against trims. The latter is ensured by the use of a pilot as witness beam. When changing from the lower intensity modes to the full batch injection, changes to the injection settings (this includes orbit changes at the TDI) must be excluded. Clearly all instrumentation and protection systems must be operational.

· All collimators in at specified positions. n1 ( 6 ( , n2 ( 7 (. Positions with respect to average closed orbit. Interlocked. 

· Orbit feedback operational
· Beam loss monitors operational 
· TDI, TCDQ must be in position. 

7.6.2. Multipoles

While all this is going on feed forward from the reference magnets and correction of persistent current effects will be taking place. Tune feedback (whose detailed potential use on pilot, intermediate & dense beams needs to be specified, could be running). Orbit feedback system will be running. The orbit correctors will still be in use to hold the energy constant.

7.7. Prepare ramp

Both rings full and transfer, if necessary, reasonably cleanly completed. Verify abort gap clean.

7.7.1. Multipole Factory

The MF Model and experience will be used to update the ramp functions to take care of potential variations in the depth of the snapback. Input to the model will be the powering history and the length of time spent on the injection plateau.

7.7.2. Settings

We will probably spend an indeterminate length of time on the injection plateau. On the injection plateau, the power converters driving the correctors will have been driven through and will still be driving through pre-determined functions to take care of persistent current effects. They will have also received trims from the Multipole Factory. They will also have received trims from the operators and/or from feedback systems. One issue is the need to incorporate any trims made into the functions, firstly for the upcoming ramp and secondly for the future fills.

Let us assume that the required beam has been successfully injected. This might be simply a pilot for tests or the full complement of 12 batches per ring. In any case the decision is made to ramp, presumably by the operator. We will need to:

1. Establish length of time on injection plateau

2. Invoke MF reference model or measurements to establish depth of snapback. 

3. Calculate anticipated corrector functions

4. Incorporate any trims made via MF, operator or feedback loops.

5. Load functions to hardware 

6. Feedback system continue to function

Consistent settings management at this stage would be an asset.

7.7.3. Miscellaneous

· When the injection process if finished the TDIs can be moved out to a parking position. If left at injection setting, however, it shouldn't be a problem.

7.8. Start Ramp – Snapback

Power converters and RF systems will receive a timing event that will initiate the ramp. After that it will essentially be a hands off operation (we hope). Functions will have been downloaded to the power converters. Those driving the corrector circuits will incorporate predictions from the Multipole Factory and knowledge from previous ramps. Tune feedback, orbit feedback and Multipole Factory feed forward will be operational. Operators will have real-time knobs available to control Q and Q' (both rings) if required. 

7.8.1. Collimators

Collimators can stay where they are. Local orbit feedback should lock the orbit to a reference in the cleaning insertions. We will probably have to worry about beta beating induced by mismatch during the snapback. Collimation will be required when attempting to ramp pilot bunches.

7.8.2. RF

Dampers, voltage and frequency will be driven by function generators, which will be triggered by timing events. The low level RF will:

· Start the function giving the value of the energy to the frequency program (or equivalently download frequency function versus time) 

· Enable the frequency program output to the synthesiser 

· Radial loop on (for commissioning only). In operation we remain on synchro-loop. 

· Vary the gain of the phase loop amplifier during the ramp 

· Vary the gain and time constant of the synchronisation loop amplifier during the ramp 

7.8.3. Power converters

Real-time corrections will be incoming from Multipole factory, feedback systems, real-time knobs. Summing will have to take place at the high level. 

7.9. Ramp

After snapback and the first 100 GeV we expect things to quieten down considerably. Clearly the power converters will be driving the machine up with the RF following. Orbit and possibly tune feedback operational. Real-time correction will be available to operator. Multipole factory will feed forward corrections in the ramp for as long as necessary.

7.9.1. Lattice Octupoles

For increased Landau damping it will be necessary to bring the octupoles on at some point in the ramp.

7.9.2. Collimators & TCDQ

Left out during the ramp. Move to 7 ( (or perhaps more) at the end of the ramp before starting the squeeze. If the momentum collimators have to go in to help clean the abort gap, they might have to be shadowed by the betatron collimators. Similarly if the TCDQ needs to shadow the emittance decrease in the ramp, the collimators will need to follow.

7.9.3. Orbit 

Both global and local feedback will run in the ramp. Lock angle and position in the interaction regions to maintain beam separation at greater than 8 ( throughout the ramp until at around 5 TeV when the separation provided by crossing scheme starts to drop. Will have to be monitored all the way up the ramp. Experiment dipole compensation bumps will be ramped. (Beta beating is again potentially an issue).

7.9.4. RF 

400 MHz system continues to follow pre-loaded voltage function throughout the ramp. The transverse feedback follows a gain function through the ramp (and on request from BI: change gain for a while, switch damper off, provide excitation for measurement purposes).

There will be a controlled longitudinal emittance blow-up (1 eVs to 2.5 eVs) at some pre-defined energy in the ramp and monitoring thereof. Emittance blow up will be performed using phase noise in the 400 MHz.

7.9.5. Electron cloud

Vacuum pressure and cryogenics heat load will need to be monitored. Scrubbing might be necessary at intermediate energies. Stop, move beam, monitor vacuum and heat load. Instabilities induced by electron cloud not expected to be a problem.

7.9.6. Multipole factory

The multipole factory will feed forward for as long a necessary. Expect ramp dependent eddy current effects to be reproducible and thus taken care of in corrector functions.

7.10. Programmed stop in ramp

The need for a programmed stop short of top energy might be needed, for among other things, MD, measurements, physics in case of magnet problems. Some reasonable smart settings management will be required to program in the required parabolic roll off (assuming that the power converters don't provide this facility automatically). Depending on the energy the Multipole Factory will need to take care of persistent current decay, and again some cleverness will be required if one wishes to restart the ramp. The power converters and RF should anticipate the ability to restart a stopped ramp.

7.11. Top energy - unsqueezed

We should now have two counter-rotating beams at 7 TeV. Checks on the standard beam parameters with possible optimisation of beam losses and lifetimes. Limits will be in place on equipment and parameter manipulations. 

7.11.1. Multipole Factory

The Multipole Factory can be off at high energy where the effects of persistent currents will be minimal. If a stop is made at intermediate energies there may be some case for continued correction.

Squeeze

The squeeze will be performed at the physics energy after completing the ramp. Typical initial and final values of the beta at the interaction point are show in table 3. A certain number of intermediate beam optics will be required to interpolate between initial and final (* values

	Interaction Point
	(* Initial [m]
	(* Final [m]

	Atlas IR1
	18
	0.5

	CMS IR5
	18
	0.5

	Alice IR2
	18
	10

	LHCb IR8
	18
	0.5 - 10


Table 3: Possible initial and final betatron functions at the IPs ((*).

Many possible variation exist and it is very probably that initially collisions will be delivered at a higher (* value than the foreseen nominal. Squeezing more during collisions in LHCb and Alice to maintain luminosity has been suggested, this however implies an excellent control of the beam parameters during the squeeze and is unlikely to happen for a wee while. 
The main challenge of the squeeze is the control of the key beam parameters as the optics is changed in the interaction regions. The expected (and observed) changes of beam parameters as well as the available corrector magnet response times will determined the duration of the squeeze. From the expected orbit changes (see below), the minimum squeeze duration is ~60 seconds. It depends however on the rejection level required for the orbit perturbations.

There might be a need to squeeze one IP at a time, in which case we will have to worry about the effect of the crossing angle and long range interactions etc.
7.11.2. Orbit

The global orbit in the machine will have to be controlled and kept as close as possible to a given reference by feedback. The global orbit RMS is expected to change by up to 5 mm during the full squeeze in IR 1 and 5. The orbit change is due to beam offsets in quadrupole whose strength changes in the straight sections that are being squeezed. The horizontal and vertical crossing angles will have to be maintained in the interaction regions. In IR 1 and 5 the peak betatron function in the quadrupoles around the IP will exceed 4 km and make the orbit very sensitive to changes and movements in those areas. The control of the orbit is complicated by the fact that elements in the sections with common beam pipe will affect the beams in both rings differently. It is likely that experience will determine the best strategy for orbit correction during the squeeze. 

7.11.3. Tune and Chromaticity

Tune variations are very likely between intermediate optics and a tune feedback is required to stabilize the tunes. It is unlikely that it will be possible to regulate chromaticity via feedback at high energy. Therefore one might rely on measurements with test beams and reproducibility. 

7.11.4. Collimators

With the increase in beam size at the low beta insertions the primary and secondary collimators need to be adjusted to match the squeeze and the reduced machine aperture. The betatron beating must be well controlled since this will also affect the cleaning insertions. Setting the collimators could possibly require some K-modulation measurements of the betatron functions around in the cleaning sections.

7.11.5. TCDQ

The TCDQ will track the optics changes during the squeeze.

7.12. Collisions

Having negotiated the squeeze, we naturally check again all beam parameters. When all conditions are met and the beams are in a good state (lifetimes, tunes, beam losses etc.) the separation bumps can be switched off to collide the beams. The rough proposal at the moment consists of an initial collision adjustment of the beams using extrapolated pickup readings (Q1 quadrupoles in IR 1 and 5). Provided the accuracy of the BPMs is high enough (~50 m) some luminosity should be observed after this rough adjustment. Fast luminosity scans would then allow fine regulation of the crossing point. If the BPM accuracy is not good enough, a systematic scan in search of a signal from the luminosity monitors would have to be performed.

7.12.1. RF

Although it is technically possible, no re-phasing is foreseen at the moment, since the aim is to be locked from the start of injection. The ramp will be done with locked frequencies. Separate radial steering will be available for the two rings. There may be a small nanosecond phasing error. Adjustment of collision point will be possible. 

The 400 MHz voltage is set for re-phasing plus some low level manipulations. To reduce the bunch length the 400 MHz voltage is then raised to the maximum.

7.12.2. Collimators

The collimator position will have to be fine tuned before going into collisions or declaring ‘stable beams’ for physics. Robust orbit measurement and feedback will of course be operational.

7.12.3. Lattice Octupoles

Off during collision, beam-beam will provide sufficient Landau damping.

7.13. Physics

Having established colliding beams and quiet beam conditions with collimators properly adjusted, the experiments can start to take data, initiating the physics mode.

 In place will be orbit feedback and luminosity feedback. Tune and Chromaticity feedback will be off. One might hope to imagine that things are hands-off. Certainly if we’re wrestling with lifetimes and backgrounds, things will not be ideal for the experiments.

7.13.1. Luminosity optimisation

Luminosity optimization relies on fast relative luminosity measurements. Fast luminosity scans will be used to provide an initial optimization. Continuous scans of the beams one against the other in a range of a few tens of a beam size (‘dithering’) will be used to maintain the beams in collisions. Longitudinal scans may also be required at the beginning of physics. Clearly other factors affecting the luminosity via the beam size at the IP will also be targeted e.g. orbit, dispersion, tunes, crossing angle etc.

7.13.2. Working Point and Background optimisation

Optimisation of the tune working point, chromaticity, dynamic aperture, crossing angle etc. will be performed by observing lifetimes and beam loss levels around the ring. Fast signals from instrumentation and fast control of appropriate parameters will again be essential. The particle background in the experiments will be used for the optimisation. Collimator positions may have to be fine tuned according those background levels. 

7.13.3. Totem

"Roman pots" placed symmetrically on both sides of the intersection region. They will detect protons scattered at very small angles in elastic or quasi-elastic reactions. The Roman pots are special devices mounted on the vacuum chamber of the accelerator. Once the final energy is attained and the circulating beams are stable, the Roman pot is moved toward the machine axis by compressing the bellows until the inner edge of the detectors reaches a distance of the order of one millimetre from the beam. Particles emitted at very small angles can therefore be detected.

7.14. Beam Dump

Prerequisites: dump system operational, abort gap empty. In the event of a beam dumped triggered by the operator, some action could be taken on RF power amplifiers to avoid an over-current when the beam is dumped (heavy beam loading). One possibility of to switch the RF off just before the normal beam dump. It is clear that once this has been done the beam must be dumped immediately.


Following each beam dump, the post-mortem data acquired for the beam dumping system must be analyzed to verify the correct functioning of all components of the beam dump. Initially this check may have to be done ‘manually’ before automated software takes over. 

7.15. Ramp Down

The power converters will drive the magnets down as fast as possible (limit given by main bends ramp down rate of 10 A/s). This will be done either using PELPs or functions. Power saving actions will be performed on the RF power amplifiers.

8. Conclusions

The basic outline of the nominal LHC cycle with beam has been detailed. At this stage the brush strokes are necessarily broad, however the global framework is likely to remain valid. It is hoped that this document will provide input into further discussions to examine the details of the steps that make up the cycle. 
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